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Testing the Sensitivity of the Length-Converted Catch Method Using the 

Bigeye Tuna Thunnus obesus (Scombridae) Population Parameters 

Introduction 

 
The total mortality (Z) of fish, which is 

composed of fishing mortality and natural mortality, 

is an important biological parameter for conducting 

stock assessments. The parameter Z is used to 

estimate fishing mortality by directly subtracting 

natural mortality from Z. Fishing mortality is 

generally used to determine stock status, such as 

overfishing, by comparing with biological reference 

points such as F0.1, F40%, F30%, and Fmax. However, 

natural mortality is often assumed to be constant and 

is usually either estimated empirically (Pauly, 1980; 

Hoenig et al., 1987; Chen and Watanabe, 1989) or 

evaluated by experts (Nishida and Shono, 2006). 

Thus, the accuracy of Z estimates affects the 

determination of stock status remarkably. 

The parameter Z is generally estimated using the 

length-converted catch method (LCCM) (Pauly, 

1983), and a full year’s length data are often needed 

in the calculation of this method under the assumption 

of an equilibrium state. Several studies have used the 

LCCM to investigate the impacts of growth curves on 

the estimates of Z, which can be overestimated due to 

seasonal growth patterns (Pauly, 1995; Sparre, 1990); 

therefore, growth variation and the accuracy of the 

growth curves influence Z markedly (Hampton and 

Majkowski, 1987; Castro and Erzini, 1988). 

The LCCM assumes that fish dynamics are 

characterized by an equilibrium state. However, an 

equilibrium state may be impossible to attain, 

especially for exploited fish stocks, which usually 

suffer various fishing levels due to the variation in the 

number of fishing boats, fishery management styles, 

and other factors. Fishing levels also affect both Z and 

recruitment levels. The sample size and length 

interval size adopted in the LCCM also create 

uncertainty in the estimation of Z. Therefore, 

determining a smaller sample size in order to improve 

the accuracy Z is important for yielding cost-effective 

data. 

In the present study, a Monte Carlo simulation 

method is applied using the LCCM to assess how 

these factors influence the estimation of Z. This 

method is used to generate length frequency data 

based on known parameters, while simulated data are 

applied in the LCCM to estimate Z. These Z estimates 

are then compared with the known Z values to 

determine their accuracy for each scenario. This 

convenient approach allows researchers to examine 

whether a sampling strategy influences the estimated 

parameters before they complete the sample design 
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Abstract 

 

The present study investigates how sample size, length interval size, recruitment variation, and mortality over time 

influence total mortality, which is estimated by applying the length-converted catch method to the bigeye tuna (Thunnus 

obesus) population. Given the assumption of fish dynamics under an equilibrium state, an increasing sample size and 

decreasing length interval size can raise the accuracy of total mortality estimates, with a sample size of 3000 individuals and 

length class interval of 5 cm generally producing the most accurate estimates. When fish dynamics follow a non-equilibrium 

state, randomly varied recruitment does not affect the estimation of total mortality. However, recruitment that varies with 

increasing or decreasing trends would affect total mortality remarkably. Therefore, total mortality that varies by time 

influences estimated total mortality, and in this situation, fish stocks that undergo stable total mortality for four successive 

years could produce an accurate total mortality figure. Finally, we suggest that the non-equilibrium state of fish dynamics 

should be considered before applying the length-converted catch method to estimate Z. 

 

Keywords: Bigeye Tuna, length-converted catch method, total mortality, sample size, length class. 
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and select the optimal approach to analyze the 

resultant data. This method has also been used to 

determine the optimal sample size for estimating 

growth parameters accurately using length frequency 

analysis (Erzini, 1990). 

This study uses the case study of bigeye tuna 

(Thunnus obesus), a species that has economic and 

ecological importance and that has been exploited 

since the 1950s (Okamoto and Miyabe, 1999). Many 

researchers have studied this species in order to 

protect stocks, and thus biological and fishery 

parameters (such as growth parameters, mortality, and 

gear selectivity) have been investigated using various 

methods. Such detailed information about this species 

enables us to simulate its stock dynamics reliably. 

According to the stock assessments of this species, 

recruitment levels greatly vary over time, while a time 

series of fishing mortality is also variable (Nishida 

and Shono, 2006; Langley et al., 2008). In addition, 

because this species has a long lifespan (Farley et al., 

2006), estimating Z using the LCCM might be 

sensitive to the non-equilibrium state. The LCCM 

have been applied in this species (Zhu et al., 2009) 

and thus, we should understand the sensitivity of the 

LCCM when estimating bigeye tuna parameters. 

This study investigates how sample size and 

length class affect Z estimates and what levels of 

recruitment deviation and mortality changes over time 

influence Z. It is anticipated that the results will 

provide information on in which situations the LCCM 

could be applied in order to obtain more accurate Z 

estimates. 

 

Materials and Methods 
 

As noted in the Introduction, the Monte Carlo 

simulation method was used to generate length data 

under various fish dynamics scenarios. The 

parameters for bigeye tuna used in these simulations 

were assumed to be known, including growth 

parameters, recruitment variation, total mortality, and 

gear selectivity. 

First, catch-at-age data were generated based on 

the known age structure of the population caught by a 

longline fishery. Catch-at-age data were used to 

randomly generate the corresponding length-at-age 

distributions based on the known mean length-at-age. 

Then, length data were converted into length 

frequency data by length interval size, and these 

length frequency data were used to estimate Z using 

the LCCM. The above steps were replicated 500 

times. Finally, the mean and standard deviation (SD) 

of the 500 replicates of the simulated Z values were 

estimated to assess their accuracy relative to the 

estimates. The details of this process are described 

below. 

 

Simulated Population Dynamics of Bigeye Tuna 

 

The age composition for the bigeye tuna 

population was simulated using the following 

dynamics equation: 

 1 exp ....(1)i iN N Z     

 

where Ni is the population at age i and Ni+1 is the 

number of survivors at age i+1. 

Z was assumed to be constant for all age classes, 

and the maximum age of bigeye tuna was assumed to 

be eight years. Although the maximum recorded age 

of this species is about 16 years (Farley et al., 2006), 

the proportion of the sample larger than eight years 

old was small in both the simulations of this study 

(<2%) and in actual catches (Farley et al., 2006). 

Moreover, fishing behavior was assumed to operate in 

the middle of the month, and thus the dynamics by 

month were represented by 
 

1, , exp ....(2)
24 12

m i m i

Z Z
N N

     
        

     

 

 

where Nm,i is the abundance of population at age 

i in month m. 

 

Gear Selectivity 

 

The length data of bigeye tuna used to estimate 

Z are usually collected from longline fisheries (Zhu et 

al., 2011). Other fisheries, such as purse seines, also 

often fish this stock as a bycatch. However, for 

simplicity, only longline fisheries were considered to 

exploit this stock in the presented simulations. The 

gear selectivity of longline fisheries is usually thought 

to follow a logistical curve (Nishida and Shono, 

2006). Thus, gear selectivity was assumed to be 0.5 at 

age one year and 1.0 for ages older than one year. 

Catch-at-age data were then estimated from the 

dynamics equation (2) using gear selectivity. The 

simulated sample size was assumed to be collected for 

each month uniformly. 

 

Length-at-Age 

 

In this process, the simulated catch-at-age was 

converted into the corresponding length-at-age. The 

birthday of bigeye tuna was assumed to be January 1. 

Length data were assumed to have a normal 

distribution with an SD for each age. Length-at-age 

data were then generated based on the corresponding 

exact age derived from the von Bertalanffy growth 

parameters and length-at-age SD. The von Bertalanffy 

growth parameters of bigeye tuna from the three 

oceans were L∞=169 cm, k=0.32 year
-1

, and t0=-0.34 

year (Stéquert and Conand, 2004) for the Indian 

Ocean, L∞=229 cm, k=0.23 year
-1

, and t0=-0.43 years 

(Lehodey et al., 1999) for the Pacific Ocean, and 

L∞=217 cm, k=0.18 year
-1

, and t0=-0.61 years for the 

Atlantic Ocean (Hallier et al., 2005). The length-at-

age SD was obtained by measuring the bars (Farley et 
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al., 2006), which were used to approximate the 

estimates, and was assumed to be equal for the three 

populations. The length-at-age mean and SD are 

shown in Table 1. 

 

LCCM Formulation 

 

In the LCCM (Pauly, 1983), length frequency 

was converted into relative age frequency using the 

growth parameters L∞ and k. The equation to estimate 

Z was as follows:  

where 
iLt is the  

  1

1
ln / ......(3)

2

i i

i i

L L

L L i

t t
C dt a Z 



 
   

   

relative age for the i
th

 length class, 
1i iL LC


 is the 

catch between the i
th

 and i+1
th

 length classes, and dti 

is the time needed for fish to grow through the length 

class. 

Z can be estimated using a linear relationship. 

However, some small length data may be younger 

than the age that was fully recruited into the fishery 

and the sample sizes in some i
th

 length classes too 

small, which may adversely affect the estimation of Z. 

The criteria used to choose the relative age range for 

estimating Z were between the relative age with the 

value next to the highest  
1

ln /
i iL L iC dt


 after the 

relative age of 2.5 years and the relative age with a 

value of  
1

ln /
i iL L iC dt


 greater than or equal to 3.5. 

 

Estimation of Accuracy and Precision 

 

The proportion error was used to represent the 

accuracy of the simulated Z as follows: 

 
% 100% ......(4)

i k

i

k

P P
E

P


   

where Ei% is the proportion error of the 

simulated Z for case i, Pi is the mean of the 500 

replicates of the simulated Z for case i, and Pk is the 

k
th

 true level of Z. 

Further, the coefficient of variance (CV) was 

used to represent the precision of the estimates as 

follows: 

/ ......(5)i i iCV SD P  

where SDi is the SD of the 500 replicates of the 

simulated Z for case i. 

 

Sensitivity Analysis 

 

The following nine scenarios were considered in 

the presented sensitivity analysis: 

S0: This is the base case (an equilibrium state) in 

which fish dynamics were assumed to suffer from 

constant mortality for 10 successive years as well as 

undergoing constant recruitment. Five levels of initial 

Z – 0.40, 0.60, 0.80, 1.00, and 1.20 year
-1

 – were 

considered to simulate fish dynamics. Five sample 

sizes, namely 500, 1000, 3000, 5000, and 10,000 

individuals, were then used to generate length data, 

while five length interval sizes, 1, 5, 10, 15, and 20 

cm, were considered to convert these length data. 

Note that only the most optimal sample and length 

interval sizes derived from the results of S0 were 

adopted in the following scenarios: 

S1: The same as S0, but annual recruitment 

variation was assumed to vary randomly:  

S1-2: Varying by 5%.  

S1-3: Varying by 10%. 

S1-4: Varying by 20%. 

S1-5: Varying by 30%. 

S2: The same as S1, but annual recruitment 

variation was assumed to have an increasing trend: 

S2-1: Increasing by 5%. 

S2-2: Increasing by 10%. 

S2-3: Increasing by 15%.  

S2-4: Increasing by 20%. 

S3: The same as S1, but annual recruitment 

variation was assumed to have a decreasing trend: 

S3-1: Decreasing by 5%. 

S3-2: Decreasing by 10%. 

S3-3: Decreasing by 15%. 

S3-4: Decreasing by 20%. 

S4: The same as S1, but total annual mortality 

was assumed to have an increasing trend: 

S4-1: Total annual mortality increased slightly 

by 0.40, 0.45, 0.50, 0.55, 0.60, 0.65, 0.70, 0.75, 0.80, 

and 0.85 year
-1

. 

S4-2: Total annual mortality increased largely by 

0.40, 0.50, 0.60, 0.70, 0.80, 0.90, 1.00, 1.10, 1.20, and 

1.30 year
-1

. 

S5: The same as S1, but total annual mortality 

was assumed to have a decreasing trend: 

S5-1: Total annual mortality decreased slightly 

by 0.85, 0.80, 0.75, 0.70, 0.65, 0.60, 0.55, 0.50, 0.45, 

Table 1. The assumed true parameters of gear selectivity, and mean and standard deviation (SD) length-at-age used in the 

simulations 

 

Item Age class 

 1 2 3 4 5 6 7 8 

Gear selection 0.50 1.00 1.00 1.00 1.00 1.00 1.00 1.00 

Mean of length at age (cm) (Indian Ocean) 59 89 111 127 138 147 153 157 

Mean of length at age (cm) (Pacific Ocean) 64 98 125 146 163 177 187 196 

Mean of length at age (cm) (Atlantic Ocean) 55 82 104 123 138 151 162 171 

SD of length at age (cm) 3.2 9.2 9.7 10.0 9.2 10.5 9.2 9.2 
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and 0.40 year
-1

.  

S5-2: Total annual mortality decreased largely 

by 1.30, 1.20, 1.10, 1.00, 0.90, 0.80, 0.70, 0.60, 0.50, 

and 0.40 year
-1

.  

S6: The same as S1, but total annual mortality 

increased largely and then stabilized: 

S6-1: 0.40, 0.60, 0.80, 1.00, 1.20, 1.40, 1.40, 

1.40, 1.40, and 1.40 year
-1

. 

S6-2: 0.40, 0.40, 0.60, 0.80, 1.00, 1.20, 1.40, 

1.40, 1.40, and 1.40 year
-1

. 

S6-3: 0.40, 0.40, 0.40, 0.60, 0.80, 1.00, 1.20, 

1.40, 1.40, and 1.40 year
-1

. 

S6-4: 0.40, 0.40, 0.40, 0.40, 0.60, 0.80, 1.00, 

1.20, 1.40, and 1.40 year
-1

. 

S7: The same as S1, but total annual mortality 

increased slightly and then stabilized: 

S7-1: 0.40, 0.45, 0.50, 0.55, 0.60, 0.65, 0.65, 

0.65, 0.65, and 0.65 year
-1

. 

S7-2: 0.40, 0.40, 0.45, 0.50, 0.55, 0.60, 0.65, 

0.65, 0.65, and 0.65 year
-1

. 

S7-3: 0.40, 0.40, 0.40, 0.45, 0.50, 0.55, 0.60, 

0.65, 0.65, and 0.65 year
-1

. 

S7-4: 0.40, 0.40, 0.40, 0.40, 0.45, 0.50, 0.55, 

0.60, 0.65, and 0.65 year
-1

. 

S8: The same as S1, but total annual mortality 

was stable for the first five years and then increased 

gradually: 

S8-1: Increased largely: 0.40, 0.40, 0.40, 0.40, 

0.40, 0.50, 0.60, 0.70, 0.80, and 0.90 year
-1

. 

S8-2: Increased slightly: 0.40, 0.40, 0.40, 0.40, 

0.40, 0.45, 0.50, 0.55, 0.60, and 0.65 year
-1

. 

 

Results 
 

The results of the simulated Z for the bigeye 

tuna populations of all three oceans showed similar 

trends in S0 (Figures 1-1, 1-2, 1-3), and those of the 

 
Figure 1-1. Proportion error (E(%)) and coefficients of variation (C.V) for the simulated total mortality (Z) for bigeye tuna 

in the Indian Ocean (a) Pacific Ocean (b) Atlantic Ocean (c) among all cases generated by the simulations in S0. 

 



  C-L Shih  /  Turk. J. Fish. Aquat. Sci. 13: 261-270 (2013) 265 

 

    

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1-2. Proportion error (E(%)) and coefficients of variation (C.V) for the simulated total mortality (Z) for bigeye tuna 

in the Pacific Ocean among all cases generated by the simulations in S0. 

 

 

 
Figure 1-3. Proportion error (E(%)) and coefficients of variation (C.V) for the simulated total mortality (Z) for bigeye tuna 

in Atlantic Ocean  among all cases generated by the simulations in S0. 
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Atlantic and Pacific Oceans only showed the cases of 

Z=0.40, 0.80, and 1.20 year
-1

. The factors of sample 

size, length interval size, and initial Z affected the 

accuracy of the simulated Z remarkably (Figure 1-1). 

Increasing the sample size improved the accuracy of 

the simulated Z except for the case of Z=0.40 year
-1

. 

The simulated Z (in the case of Z=0.40 year
-1

) was 

underestimated for small sample sizes (e.g. 500 

individuals), accuracy was optimized at sample sizes 

of up to 1000 individuals, and then Z became 

overestimated at sample sizes over 3000 individuals. 

Moreover, using smaller length interval sizes (1 cm 

and 5 cm) tended to yield more accurate estimates. By 

contrast, for a small sample size (i.e. 500 individuals), 

using larger length interval sizes produced a higher 

degree of accuracy. 

Further, increasing sample size above 1000 

individuals raised the precision of the estimates and 

maintained them at a high level (Figure 1-1). 

However, for a small sample size (i.e. 500 

individuals), length class interval affected precision 

remarkably. Larger length interval sizes (15 cm and 

20 cm) also produced lower precision. In conclusion, 

for a sample size of 3000 individuals and length 

interval size of 5 cm, the accuracy and precision of 

estimates was high; therefore, these values were 

adopted in the subsequent scenario simulations (S1–

S8). Moreover, only the bigeye tuna population of the 

Indian Ocean was considered in the further analysis. 

In the simulations with randomly varied 

recruitment (S1), the level of variation did not seem to 

affect the accuracy and precision of estimates even at 

large levels (i.e. 30%) (Table 2). However, in the 

simulations of fish dynamics with decreasing or 

increasing recruitment trends by time series (S2 and 

S3), Z was underestimated or overestimated, 

respectively and the level of accuracy lowered as 

variation increased, although this variation did not 

affect the precision of the estimates. 

In the simulations in which Z increased over 

time (S4), the estimates were underestimated, and the 

differences in the underestimated values between the 

two increased levels of Z (S4-1 and S4-1) were 

similar (21–23%) (Table 2). By contrast, in the 

simulations in which annual Z decreased over time 

(S5), the estimates were overestimated, and the 

differences in the overestimated values between the 

two Z decreased levels (S5-1 and S5-2) were similar 

(79%). 

In S6, the initial Z increased sharply and largely 

in the early periods and then stabilized in later periods 

that had longer time series (≥4 years) (S6-1 and S6-2); 

moreover, the accuracy of the Z estimates stayed at a 

high level (E%<2%) (Table 2). However, as the stable 

period shortened (<4 years), the underestimated levels 

grew (S6-3: 9% and S6-4: 26%) (Table 2). Further, as 

the simulations in which Z increased by time period 

were small (S7), the underestimated trend was similar 

to that in S6 (S7-1: 3%; S7-2: 8%; S7-3: 14%; S7-4: 

21%) (Table 2). 

In S8, the initial Z was stable for the first five 

years and then increased throughout the second five-

year period. In these simulations, the Z estimates were 

underestimated seriously, and this level grew as the 

increasing trend of the initial Z increased (S8-1: 41% 

and S8-2: 28%) (Table 2). However, the precision of 

estimates for all scenarios (S1–S8) was as high as that 

in S0, confirming the assumption that the non-

equilibrium state does not affect the precision of 

estimates. 

 

Discussion 
 

This study ignored some of the factors that may 

influence the simulated Z in the simulations. For 

example, purse seine fisheries catch juvenile bigeye 

tuna (<3 years old) (Nishida and Shono, 2006); this 

can lead to the high fishing mortality of young fish, 

which would violate the assumption of constant Z by 

age in the LCCM. If natural mortality varied by age, 

this would also affect the Z estimates. The natural 

mortality of bigeye tuna is thought to vary by age in 

that young fish have higher natural mortality 

compared with older fish (Nishida and Shono, 2006). 

However, these factors were omitted from the 

simulations in order to specify the questions used in 

the LCCM. 

In this study, increasing sample size tended to 

raise the accuracy of the Z estimates except in the 

case of Z=0.40 year
-1

. In this case, a length interval 

size of 5 cm was taken as an example and the plots of 

relative age and length converted into catches among 

a series of sample sizes were drawn (Figure 2 and 

Table 3). For a sample size of 500 individuals, 

variation among the points of relative age–length-

converted catch was large, while the range of relative 

ages used to estimate Z shortened. These factors may 

result in underestimating Z at small sample sizes. 

By contrast, for sample sizes above 3000 

individuals, the maximum relative age was about 10 

years and the corresponding value of the catch-

converted curve seemed to be lower. A relative age of 

10 years in the simulations was overestimated, 

because a maximum age of eight years was assumed 

in this study. This result occurs because fish dynamics 

suffered from a lower Z of 0.40 year
-1

 and a greater 

proportion of older fish tended to be caught. An 

overestimated age with a lower value of the catch-

converted curve would bias the estimation of Z. This 

explains why sample sizes above 3000 individuals in 

the cases of higher Z do not produce a biased Z value. 

As length interval size increased, the level of 

underestimated Z also rose. To explain this 

occurrence, the case of Z=0.80 and sample size=3000 

was used as an example (Figure 3 and Table 4). When 

length interval size increased, the number of points 

used to estimate Z declined, and fewer points may 

increase the variation in the estimates. In practice, 

bigeye tuna are measured by overseas fishers using 

longline vessels and are not accurate to 1 cm (Chang 
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Table 2. The simulated mean Z, proportion error (E%), standard deviation (SD) and coefficient variation (CV) among 8 

scenarios 

 
  initial Z Mean Z E% SD CV 

S1 

S1-1 

0.40 0.42 4.78 0.02 0.04 

0.60 0.60 -0.53 0.02 0.03 

0.80 0.79 -1.38 0.04 0.05 

1.00 0.97 -3.31 0.05 0.05 

1.20 1.16 -2.99 0.06 0.05 

S1-2 

0.40 0.40 1.18 0.02 0.04 

0.60 0.59 -2.36 0.02 0.03 

0.80  0.81  1.04  0.04  0.04  

1.00  1.00  0.02  0.05  0.05  

1.20  1.19  -0.82  0.06  0.05  

S1-3 

0.40  0.45  11.76  0.02  0.04  

0.60  0.62  2.64  0.02  0.04  

0.80  0.84  4.67  0.04  0.04  

1.00  0.98  -2.19  0.05  0.05  

1.20  1.22  1.61  0.07  0.06  

S1-4 

0.40  0.40  0.03  0.02  0.04  

0.60  0.56  -6.81  0.02  0.04  

0.80  0.82  2.54  0.05  0.06  

1.00  0.98  -2.16  0.05  0.05  

1.20  1.49  24.20  0.11  0.07  

S2 

S2-1 

0.40  0.38  -4.42  0.02  0.06  

0.60  0.55  -7.77  0.02  0.04  

0.80  0.74  -7.45  0.03  0.04  

1.00  0.93  -6.93  0.04  0.04  

1.20  1.13  -5.55  0.06  0.05  

S2-2 

0.40  0.36  -8.99  0.01  0.04  

0.60  0.50  -16.52  0.02  0.04  

0.80  0.69  -13.80  0.03  0.04  

1.00  0.89  -11.42  0.04  0.04  

1.20  1.08  -9.92  0.06  0.05  

S2-3 

0.40  0.32  -20.78  0.01  0.04  

0.60  0.45  -25.70  0.02  0.04  

0.80  0.63  -21.03  0.03  0.04  

1.00  0.83  -17.09  0.04  0.05  

1.20  1.02  -15.20  0.06  0.05  

S2-4 

0.40  0.27  -33.49  0.01  0.04  

0.60  0.39  -34.71  0.02  0.04  

0.80  0.58  -28.08  0.02  0.03  

1.00  0.76  -23.89  0.03  0.04  

1.20  0.96  -20.16  0.04  0.05  

S3 

S3-1 

0.40  0.46  13.79  0.02  0.04  

0.60  0.64  6.85  0.03  0.04  

0.80  0.84  4.52  0.04  0.05  

1.00  1.03  2.92  0.05  0.05  

1.20  1.23  2.34  0.07  0.06  

S3-2 

0.40  0.50  25.09  0.02  0.04  

0.60  0.69  15.22  0.03  0.04  

0.80  0.89  10.76  0.04  0.05  

1.00  1.08  8.12  0.06  0.05  

1.20  1.28  6.53  0.08  0.06  

S3-3 

0.40  0.54  36.04  0.02  0.04  

0.60  0.73  21.82  0.03  0.04  

0.80  0.92  15.48  0.04  0.04  

1.00  1.13  12.66  0.05  0.05  

1.20  1.33  10.75  0.08  0.06  

S3-4 

0.40  0.58  45.19  0.02  0.03  

0.60  0.77  27.82  0.03  0.04  

0.80  0.96  20.40  0.05  0.05  

1.00  1.16  15.73  0.06  0.05  

1.20  1.37  13.76  0.08  0.06  
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et al., 2009). Such measurement error might bias the 

Z estimates when a smaller length interval size is 

adopted. Smaller length interval sizes from 2 cm to 4 

cm were considered in the simulations, but the results 

were similar to those provided when a length interval 

size of 5 cm was applied. A larger length interval size 

such as 5 cm might overcome the bias that results 

from measurement error. Therefore, without knowing 

the measurement error that influences the estimates of 

Z when using the LCCM, a length interval size of 5 

cm may be optimal for this method. 

As recruitment levels decreased or increased, the 

LCCM overestimated or underestimated Z 

remarkably, and the results were the inverse for initial 

Z changes over time. In the LCCM, the age 

composition of samples was a major determinant of 

the Z estimates. Recruitment history and total 

mortality can affect the age composition of the fish 

Table 2. (Continued) 

 
  initial Z Mean Z E% SD CV 

S4 
S4-1 0.85  0.67  -20.89  0.03  0.05  

S4-2 1.30  1.00  -23.27  0.06  0.06  

S5 
S5-1 0.40  0.71  78.55  0.03  0.04  

S5-2 0.40  0.72  79.15  0.03  0.04  

S6 

S6-1 1.40  1.38  -1.21  0.07  0.05  

S6-2 1.40  1.38  -1.29  0.08  0.06  

S6-3 1.40  1.28  -8.81  0.09  0.07  

S6-4 1.40  1.03  -26.35  0.07  0.07  

S7 
S7-1 0.65  0.63  -3.36  0.03  0.04  

S7-2 0.65  0.60  -7.87  0.02  0.04  

 
S7-3 0.65  0.56  -13.95  0.02  0.04  

S7-4 0.65  0.51  -21.41  0.02  0.04  

S8 
S8-1 0.90  0.53  -41.26  0.02  0.04  

S8-2 0.65  0.47  -28.12  0.02  0.04  

 

 

 

 
Figure 2. The simulated plots of length converted catch values and relative ages among a series of sample sizes (Z=0.40 

year-1 and length class=5 cm). 
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population of the current year and thus Z may not be 

estimated accurately using the LCCM. In this study, 

fish populations suffered constant total mortality for 

four successive years, which can remove the historical 

trend in total mortality. However, the bigeye tuna 

population in the Indian Ocean has suffered a sharply 

Table 3. Comparison of the simulated Z values by sample size between the original age range and the modified age range 

using at estimating slope of Z=0.40 year-1 and length class=5 cm 

 

 Original age range and the simulated Z Modified age range and the simulated Z 

Sample size Age range Z Age range Z 

500 3.4~6.0 0.36 3.4~6.0 0.36 

1000 2.6~7.5 0.39 2.6~6.9 0.40  

3000 3.1~9.0 0.43 3.1~6.9 0.40  

5000 3.1~10.2 0.45 3.1~6.9 0.40  

10,000 3.2~10.2 0.47 3.2~6.9 0.40  

 

 

 

 
Figure 3. The simulated plots of length converted catch values and relative ages among a series of sample sizes (Z=0.80 

year-1 and length class=5 cm). 

 

 

 

Table 4. Age range used to estimate Z for different levels of Z (sample size=3000 and length class=5 cm) 

 

Sample size=3000; length class=5 cm 

Z Age range Estimated Z E% 

0.40  3.1~9.0 0.42  5.77  

0.60  3.2~8.1 0.60  0.00  

0.80  2.6~6.9 0.80  0.00  

1.00  2.6~6.0 0.98  -1.95  

1.20  2.6~5.4 1.16  -3.26  

 



 270 C-L Shih  /  Turk. J. Fish. Aquat. Sci. 13: 261-270 (2013)  

 

    

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

decreasing trend in fishing mortality recently (0.43 

year
-1

 in 2004 to 0.27 year
-1

 in 2008) (Nishida and 

Rademeyer, 2009). This situation is similar to S5-1 

under the assumption of natural mortality=0.40 year
-1

, 

indicating using the LCCM would underestimate Z by 

80% for the bigeye tuna population in the Indian 

Ocean if the effect of recruitment variation was not 

considered in the simulations, making the stock 

assessment too optimistic. 

In conclusion, this study provided information 

on the non-equilibrium state of fish stocks that 

influences the estimation of Z when using the LCCM. 

We suggest that this method be adopted in situations 

when bigeye tuna populations undergo a stable fishing 

level for four successive years or when an 

approximate Z value of a fish stock is required. For 

bigeye tuna populations that are fully exploited and 

that are still undergoing high fishing pressure, the 

LCCM should be used to estimate the Z of this 

species with caution. 
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